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Abstract—End-to-end encryption is rapidly becoming the accepted security goal for personal data. In this article, we examine consumer cloud storage systems, focusing in particular on those systems that attempt to provide end-to-end security for customer data. We survey the security guarantees of current service providers and the issues they face, discuss open research questions, and highlight the challenges that impede the deployment of end-to-end secure cloud storage.

“The cloud”, that is, a cluster of servers accessible from the Internet, has become an indispensable part of modern IT infrastructure. Companies and private individuals alike place their data in the cloud in order to take advantage of features like file sharing, disaster-safe backups, online collaboration, and outsourced computation. The volume of data stored in various cloud services today is already staggering, and it is predicted to increase; in a prognosis by Cybersecurity Ventures [15], 100 zettabytes of data, or roughly half of the world’s total estimated data at the time, is forecast to be stored in the cloud by 2025.

Much research has been done on the implications for security and privacy from this surge of outsourced data, including how cutting edge cryptographic techniques such as private information retrieval (PIR), searchable encryption and fully-homomorphic encryption (FHE) can be used to protect the confidentiality of data while processed or queried. These exciting new techniques push the boundaries of what is possible to achieve with cryptography. For a comprehensive introduction, see e.g. [16].

However, we do not yet have a solid foundation on which to build these novel features; our recent attacks on the largest provider of end-to-end encrypted cloud storage call into question whether the cryptographic community currently has a sufficiently rigorous understanding of cloud storage to ensure even the fundamental properties of confidentiality and integrity. It seems that even these canonical cryptographic goals are challenging in the setting of cloud storage.

In this article, we focus on consumer cloud storage, and in particular on the motivations to secure data in the cloud with end-to-end encryption (E2EE). We survey the security guarantees of current service providers and the issues they face, discuss open research questions, and highlight the challenges that impede the deployment of end-to-end secure cloud storage.

I. Why Cloud Storage?

Users voluntarily—but sometimes also unknowingly—store much of their data in the cloud. This happens by choice, for example when using Google Drive to collaborate on a document, or when sharing photos and files over Dropbox, but also more or less transparently, such as when a user’s iPhone automatically creates a backup of photos in iCloud, or when their Windows laptop saves documents in OneDrive by default.

The benefits to the user are usually clear: having your data in the cloud means that they are accessible from multiple devices and locations, protected against device loss or failure, as well as easily shareable with other users. Additionally, the maintenance and security of the data is entrusted to the provider of the cloud storage, alleviating the user from having to host and operate their own storage servers, as well as allowing the storage volume to be adaptively—and cost-efficiently—scaled. The potential drawbacks can be less obvious. In the following, we will explain how the privacy and authenticity of the outsourced data can be at risk, and why this risk is not easily mitigated.

II. Cloud Storage Security

Most service providers, including Google Drive [9], iCloud [17], Dropbox [7] and OneDrive for Business [14], provide so-called encryption at rest of user data. This means that, by default, all files which are uploaded to the cloud are encrypted by the provider before they are stored. This helps to protect the data from external attackers who may compromise the servers or data centers of the service provider. Since the files are stored in encrypted form (using strong, modern cryptography such as AES-256 in a suitable mode), an attacker who only gains access to the ciphertexts, but not to the key used for encryption, cannot decrypt and read the plaintext...

1 A zettabyte is $10^{21}$ bytes, or the equivalent of a trillion gigabytes.
files. Hence, the privacy of user data is ensured against this class of attackers.

While encryption at rest is much better than no encryption, it still leaves the data vulnerable to attacks from stronger adversaries. In particular, since the service provider performs the encryption (and therefore holds the encryption keys), the data are trivially accessible to the provider themselves. This means that, for example, Google can read all documents stored in Google Drive, and Dropbox can view all images stored on their platform.

This may be considered a warranted trade-off. After all, having access to plaintext data allows the cloud provider to offer several services to their users, beyond solely storing their data. For example, a common feature of consumer cloud storage today is live collaboration, which allows owners of a shared file to collaborate and edit it in real time, with all updates being immediately and seamlessly incorporated into the file and displayed to all editors. Another consequence of the cloud having access to plaintext data is that it can perform computation on them. This allows the provider to support functionality like design suggestions for slides or keyword search over outsourced documents. Letting the service provider manage the encryption keys also means that the provider can aid users in recovering their data if they lose access to their accounts, for example by forgetting their password.

In addition to these user benefits, the service providers themselves have several incentives to retain access to plaintext user data. One of the foremost motivations is data deduplication, i.e., the practice to only store a single copy of identical files uploaded by different users. Microsoft estimates that deduplication saves 30-80% of storage space in various settings [13]. Furthermore, the plaintext data may be a valuable source of information for targeted advertisement or to train machine learning models. Finally, providers may experience external pressure to retain plaintext data, e.g., to aid law enforcement. For instance, in the “San Bernardino case”, Apple (successfully) challenged a court order that required them to write software for the FBI that would compromise iPhone encryption [8].

In conclusion, the big cloud storage providers today apply encryption at rest, thereby achieving confidentiality against snapshot adversaries who gain temporary access to the servers that store user files. However, the standard approach is to perform this encryption server-side. That is, the keys used to encrypt files are generated by, and stored at, the cloud providers, and the encryption takes place on the server. Hence, the providers retain access to user data themselves, for functionality, convenience and for profit.

III. THE CASE FOR E2EE CLOUD STORAGE

As we have seen, encryption at rest is great for securing the confidentiality of data against external adversaries when the service provider is trusted. But what about when this is not the case? There are several reasons that users might want to minimize their trust in the service provider: they might simply want to be conservative and not provide anyone with access to their data, or they might specifically prefer that their data is not used for things like profiling or algorithm training. Moreover, users at risk may wish to have additional protection for highly sensitive documents against powerful adversaries that collude with or compromise the service provider.

For instance, investigative journalists in an authoritarian regime may fear that cloud providers are compelled to disclose their data to the government, putting the journalists and their sources at risk [18]. And even if the service provider is trusted to protect user data to the best of their ability, and not to collude with the adversary, there is always a chance for security failures or leaks from implementation errors, as well as the risk that the provider is compromised by an external adversary. This is not a theoretical threat; experience shows that both national security agencies and hacker groups target large cloud providers in order to gain access to the data that passes through them [6].

To achieve security in the face of these types of attacks, stronger security measures than encryption at rest on the server are called for. The natural alternative is to switch from server-side to client-side encryption. That is, instead of uploading plaintext files to the cloud, which are then encrypted on the server, users generate their own encryption keys and encrypt the data before they leave their devices. This way, the cloud only sees ciphertexts. Hence, proper client-side encryption provides what is known as end-to-end security, by cryptographically limiting access to the file owner (who has the encryption keys) and people they share the keys with.

End-to-end encryption (E2EE) is quickly becoming the standard security guarantee for data in transit. For example, most Internet traffic today is encrypted E2E between client and server endpoints using protocols like TLS [10]. Furthermore, in secure messaging, popular applications—including WhatsApp, Signal, and iMessage—use E2EE to provide exclusive access to the exchanged messages to the sender and receiver, even in the presence of a malicious or compromised server [12]. It seems reasonable to assume that users should expect similar guarantees for data storage, since personal files can be just as sensitive as private messages and Internet traffic. Hence, the natural next step is to bring E2EE also to cloud storage. However, as we will see, techniques from TLS and secure messaging do not readily translate to cloud storage due to features such as sharing and persistent data access that are unique to this setting.

Despite these challenges, there is significant interest in secure cloud storage from both vendors and users; Apple recently rolled out optional E2EE for some iCloud data [4], and since about a decade back, there are also dedicated cloud storage services that specifically aim to provide strong privacy guarantees for their users. In the next section, we review two such systems: Mega and Nextcloud.

2The E2E guarantees provided by Apple are limited in order to still allow the features discussed above. For example, they do not apply to shared documents for the sake of supporting live collaboration, and checksums of plaintext data are still shared with Apple servers such that they can perform deduplication.
IV. CASE STUDIES: MEGA AND NEXTCLOUD

A. Mega

The seemingly simple change from server-side to client-side encryption turns out to be perilous in practice. Our recent cryptanalysis of Mega, the largest E2EE cloud storage provider with over 300 million users [1], revealed several catastrophic issues with their system. In combination, these practical attacks would allow a malicious cloud provider to break the confidentiality and integrity of user files [5].

The attacks stem from insufficient protection of the outsourced key material, which forms the root of security for the end-to-end encrypted files. Due to the use of an unauthenticated AES mode to encrypt keys, a malicious server could tamper with key ciphertexts, and then decrypt the key material by observing the client’s responses during the authentication procedure [5]. Subsequent work improved this attack and showed that it was possible to recover key material after only six login attempts by the user [1].

The lack of key separation in Mega’s system then enabled the adversary to decrypt one file per login. Moreover, because of issues with the authentication method for file encryption, the malicious server was also able to insert arbitrary new files into a user’s cloud storage, violating integrity. To make matters worse, while mitigating these attacks Mega introduced an error oracle that also compromised confidentiality in new ways [3].

B. Nextcloud

Another approach to E2EE is offered by Nextcloud; a company which provides open-source software that lets individuals and businesses create and host their own cloud storage platforms. Nextcloud’s system is used by more than 20 million customers, including several European governments, universities, and organizations such as Amnesty International.

In Nextcloud, E2EE is applied at a folder level, and public key cryptography is used to (indirectly) encrypt the metadata and file keys of the files in the folder. Unfortunately, the encryption mode used (RSA-OAEP) lacks authenticity. This means that a malicious server can generate valid key ciphertexts by simply picking keys and encrypting them under the public key of a user. Hence, an adversary controlling the server can replace encrypted metadata keys with encryptions of keys that it knows. When the victim user fetches the folder data from the server the next time, it will fetch and decrypt the malicious keys and subsequently use them to (re-)encrypt the files in the folder, which are then accessible to the server. That is, the lack of authenticity of public key encryption leads to a complete security break. Moreover, because of implementation issues such as IV reuse in the file encryption protocol, a malicious server could additionally compromise the confidentiality and integrity of files in E2EE folders in several other ways [2].

C. Takeaways

These attacks on Mega and Nextcloud show that designing and implementing secure E2EE cloud storage is prone to errors. The interactions between different parts of the system are complex, and both confidentiality and integrity must be ensured against a very strong adversary. Furthermore, it is difficult to mitigate vulnerabilities in a running system due to the scale and the need to maintain backwards compatibility. (For example, even under the most optimistic assumptions Mega would have needed more than half a year to re-encrypt all user data with a more secure encryption mode [5].)

The challenges faced by Mega and Nextcloud are not unique to these providers. Secure consumer cloud storage has received relatively little attention from the cryptographic community; in particular, there has been no coordinated effort to develop a protocol with provable security guarantees, meaning that providers are left to implement their own ad-hoc systems. On top of that, achieving end-to-end security for cloud storage is not trivial. Beyond the complexity induced by the strong threat model, which requires careful system design and the use of strong, modern cryptographic primitives, there are several (inherent) obstacles on the path to E2EE cloud storage.

V. CHALLENGES OF E2EE CLOUD STORAGE

We have already touched upon some of the challenges of designing and implementing E2EE encrypted cloud storage. For instance, with client-side encryption, users could permanently lose access to their account if they forget their password, since the server cannot assist in recovering their encryption keys. This problem is related to an inherent cryptographic challenge with end-to-end encryption: key management.

The challenge of key management stems in part from the fact that humans are bad at managing cryptographic keys, necessitating the need for human-memorable secrets like passwords, and in part from functionality requirements such as multi-device access; even though one user device picks the keys for end-to-end encryption, cloud storage applications require all devices of that user to be able to decrypt files, meaning that the keys need to be available wherever the user chooses to access their data. Often, the human user is the only trusted channel that can be assumed between their devices. Hence, they either need to manually port the keys from one device to the next, or—more realistically—the keys need to be exchanged (in encrypted form) over the untrusted cloud provider, who may actively tamper with exchanged messages.

Related applications such as secure messaging rely on ephemeral key material to simplify the key management problem and achieve strong guarantees like forward security and post-compromise security. However, in cloud storage, users expect that their files remain accessible indefinitely. This persistency requirement makes it difficult to use techniques from messaging that rely on short-lived keys. Furthermore, even expensive operations like key rotation and re-encryption are insufficient to achieve properties like forward security against a malicious server, since access to the files needs to be preserved with the new keys.

Another challenge particular to cloud storage is that of file sharing. This feature introduces interaction between users that is not present in other cryptographic applications with encryption at rest. This further increases the key management
problem, since shared files need to be accessible not only on all devices of one user, but also to all users with whom they are shared. Unlike for devices of a single user, the human can no longer be used as a trusted channel for transferring secrets between end devices.

For this reason, and more, sharing turns out to be one of the most difficult challenges of E2E-encrypted cloud storage. In fact, the attacks on both Mega and on Nextcloud were possible due to issues with the sharing protocols. In Mega, the sharer picks an arbitrary file key which the client of the recipient automatically re-encrypts with their own key material. This unintentionally exposed an encryption oracle to the malicious server, which enabled some of the devastating attacks on confidentiality in that system. In Nextcloud, the server could compel clients to re-encrypt file keys with a server-controlled key thanks to a feature that was implemented for the sake of the sharing protocol.

Finally, previously simple operations such as keyword search and deduplication become challenging cryptographic problems once data is encrypted. The E2E versions of these two particular features are called encrypted search and convergent encryption, respectively. Both of these involve a difficult-to-navigate tradeoff between inherent leakage and security, as they need to relax standard security notions to provide more functionality.

In conclusion, there are multiple challenges on the path to secure and private cloud storage. Due to the lack of a rigorous understanding of the aforementioned challenges, deployed E2E cloud storage protocols have made insecure design choices, leading to practical attacks. Clearly, something is missing to allow cloud storage providers to deploy secure E2EE.

VI. THOUGHTS TOWARDS ACHIEVING SECURE E2EE CLOUD STORAGE

We believe that achieving secure and efficient E2EE for cloud storage will take a joint effort from cryptographers, vendors, and implementers. First of all, the security goals and corresponding challenges need to be thoroughly understood. This will involve the formalization of security guarantees that an end-to-end-encrypted cloud storage system should provide, as well as research into how cryptography can be used to achieve these security notions, while still providing the functionality that users and vendors expect. This, in turn, requires input from providers and implementers to ensure that the solutions are efficient and fulfill practical requirements.

Ideally, we would like to see a standardization effort to design a well-analyzed and practical E2EE protocol, which can finally bring trustworthy privacy and integrity guarantees to consumer cloud storage.
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